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Introduction

INDING optimal aircraft trajectories by using numerical opti-
mizationmethodsis a well-establishedarea of research.Current
methods in widespread use are based on discretization by using
Hermite-Simpson collocation and direct solution using nonlinear
programming methods. This type of method was pioneered by
Hargraves and Paris' and is now perhaps the most widely used ap-
proach. In some cases, the numerically computed trajectories have
also been verified by flight testing 2
In most cases numerical methods are demonstrated on problems
in two dimensions,namely the vertical plane involvingonly longitu-
dinal motion. However, many problems are truly three-dimensional
and require a more general approach. Performance data models for
aircraft are usually rather simple, in particular, the aerodynamic
model. There is usually no aerodynamicdata for sideslip or unsteady
effects. If some restrictions are imposed on the three-dimensional
motion of the aircraft,itis possibleto solve problemsin three dimen-
sions by using only the standard performance data for the aircraft
of interest.
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The purpose of this Note is to presenta point-mass model suitable
for solving multistage trajectory optimization problems in three di-
mensions. The model is first discussed, and the numerical method
is described. Finally, the presented method is used to solve an inter-
esting test problem related to in-flight flutter testing.

Performance Model

The equations of motion for the aircraft are obtained by reduc-
ing the full six-degrees-of-freedan dynamic model of the aircraft
described by Etkin,® assuming a point-mass model of the aircraft.
Sideslip and unsteady aerodynamic effects are neglected because
these effects have very little influence on the type of maneuvering
considered here. Consequently, all maneuvering is assumed to take
place without sideslip. The resulting equations of motion are given
by the system of ordinary differential equations

mV =T cos(a+ €) — D —mgsiny (1)

mVy =Tsin(a+ €)cos¢ + Lcos¢p —mgcosy )

mVy cosy =T sin(a + €)sing + Lsin ¢ 3)
h =Vsiny “4)

nmy =-b (5)

Xg =V cosycosy (6)

yg =V cosysiny (7)

where a flat, nonrotating earth approximationis assumed.

Multistage Trajectory Optimization

The equations of motion defined by Eqgs. (1-5) can be rewritten
in brief form as

X =f(x,u) ®)

The distances xz and yg are defined as algebraic constraints by
integrating Egs. (6-7), giving

xp(ty) = / V(t) cos y(t) cos y(t)dt 9)

=0

and

Ye(tr) =/ V() cosy (1) siny(r) dr (10)

=0

Consequently, Egs. (6) and (7) are not included in Eq. (8).
Additional requirements, such as restrictions on load factor n_,

dynamic pressure, lift coefficient, Mach number, and indicated air-

speed V; are implemented as purely algebraic constraintsin the form

Zmin <8(X, u) <gnax (1D

The differential Eq. (8) and algebraic Eq. (11) are discretized by
using Hermite-Simpson collocation* with state variables interpo-
lated as piecewise third-order polynomials and control variables as
piecewise linear functions. The discretized state and control vari-
ables are stored in a finite-dimensional vector y, together with the
final time variables for each stage. The problem may be solved by
using differentstages,eachinvolvinga differentset of state and alge-
braic equations representing different configurations of the aircraft
or different vehicles, such as a combination of an aircraft and a mis-
sile. The multistage formulation used was developed in a previous
study.’
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By defining an objective function such as minimum time or fuel
used for a given mission, it is now possible to formulate the opti-
mization problem as

min fo(y) (12)
c(y)
Cmin =< Cy Scmax (13)
y

where f; denotes the objective function and ¢(y) denotes the dis-
cretized state and algebraic constraints. The matrix C in Eq. (13)
define linear constraints. The linear constraintsare used to define the
interface condition between stages and more complex final condi-
tions. Equality constraints are enforced by simply setting the lower
and upper bounds equal.

Test Case

The aircraft model is based on the F-16 model developed in an
European Consortium for Advanced Training in Aerospace project®
atDaimler Chrysler Aerospace AG in 1997. The performance model
was developedby usingdataavailablein the openliteratureand com-
putational models used for preliminary aircraft design. The model
was then compared with test results from various open sources.”

The data are assumed to be relevant for an F-16C with a PW-220
engine but should not be considered accurate enough for assessing
the detailed performance of the aircraft. In this study, the model is
simply used to demonstrate a trajectory optimization test case for
high-performance military aircraft such as the F-16.

Minimum Fuel Turn

Flutter testing is usually performed at low altitude and very high
speed to give high dynamic pressure. Because the drag of external
stores is quite high, preventing the aircraft from reaching maximum
speed, it is not unusual that this type of flight testing occurs without
external drop tanks. Consequently, the use of minimum fuel during
a flutter test mission is quite important. Because the flutter test itself
requires maximum thrust with resulting high fuel burn, most of the
savings are possible during the ferry flight to and from the test area
and possibly in a turn between test runs in a given area.

The particular problem studied here is to minimize the fuel used
for a 180° turn from supersonic to supersonic speed at a given alti-
tude. The scenario is that the aircraftis flying at an altitude of 3 km
with indicated airspeed 1350 km/h when approaching the end of
the test area. Consequently, the aircraft is required to turn 180° to
perform another flutter test on the way back.

The optimization problemis to find the three-dimensionaltrajec-
tory that uses the minimum fuel for the turn. The initial and final
conditions of the turn are given in Table 1.

For comparison, a reference trajectory is also computed where
the altitude is maintained constant at 3 km throughout the turn
but the remaining state and control variables are obtained by us-
ing optimization. The optimal and reference trajectories are shown
in a three-dimensionalview in Fig. 1. The dashed line shows the ref-
erence trajectory, and the optimal trajectory is shown as a solid line.
The optimal trajectory involves an immediate reduction of thrust
and a fairly steep climb up to an altitude of 10 km. The turn is fairly

Table 1 Initial and final conditions
for the turn

Variable Initial Final
Vi, km/h 1350 1350

h, km 3 3

my, kg 1950 Maximum
v, deg 0 0

v, deg 0 180
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Table 2 Results for the optimal
and the reference trajectory

Variable Optimum path Inplane path
Miyel, kg 101 172
tr,s 140 72
h, km 3<h<102 3

10

h (km)

10

y (km)

00 x (km)

Fig. 1 Three-dimensional view of the optimal and the reference turn.
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Fig. 2 Optimal state variables.

continuous with a significant bank angle through the entire trajec-
tory as shown in Fig. 2. It could appear from Fig. 2 that the bank
angle ¢ is not zero at the first and the last time step. However, the
bank angle is zero by definition from the specified initial and final
conditions, but the optimal solution gives a significant bank angle
(10 deg) in the second time step correspondingto a roll rate of about
100 deg/s. A smoother solution can be obtained at the end points,
if a constraint is enforced on the maximum roll rate or if a more
elaborate model of the aircraft is used.

The mostimportantdatafor the two trajectoriesis givenin Table 2.
The fuel savings obtained by flying the optimal trajectory is quite
significant, giving a reduction of approximately 40%. However, the
time needed to complete the turn becomes twice as large.

Summary

Solutions to trajectory optimization problems in three dimen-
sions may be quite nonintuitive. In two dimensions it is in many
cases quite possible to find close to optimal trajectories by using
only a graph of the specific excess power,® at least for minimum
time to climb problems. In three dimensions and for multistage tra-
jectories, this type of manual approachbecomes even less attractive.
Consequently, the numerical optimization approach becomes more
attractive as the problem complexity increases.
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A significant difficulty with trying to test a complex three-
dimensional trajectory is the ability of the pilot to follow the com-
puted state and control variables. In two dimensions, this can be
accomplished, particularly after some practice in a simulator? This
increases the importance of considering the use of an autopilot for
flying the trajectory and thus reducing the pilot workload. Cur-
rently, optimal trajectories are computed in a desktop computer,
usually requiring a skilled operator to solve a given problem. To
reach the goal of using an autopilot for following the optimal trajec-
tory, the numerical method needs significant improvement in two
areas.

First, although microprocessors, such as the Intel Pentium II/III,
quickly become more powerful, it is still not quite possible to solve
a problem in real time. Currently, the numerical implementation
used in this Note runs on a 400 MHz Pentium laptop running the
Linux operating system. At best, a given problem of 500-1000
variables can be solved in 15-20 s. This type of performance is
achieved by solving the problem on several discretization grids,
starting with a coarse grid and then by using this solution as ini-
tial approximation on the finer grids. To significantly improve this
performance, it is necessary to use a second-order method with ex-
act second derivatives instead of the quasi-Newton method® used
here.

Anotherissue that needs to be resolved concerns the robustnessof
the solution method. It is in principle impossible to a priori estimate
how many iterations are needed to solve a nonlinear problem. Small
changes to a given problem may drastically increase the amount
of computing necessary to solve the problem. As a first step to-
ward finding the optimal trajectory in real time, one can attempt to
update a precomputed trajectory when initial and final conditions
are perturbed. This way it may become possible to follow a mov-
ing target and also adjust for minor inaccuracies in performance
modeling and atmospheric data. In principle this means that the so-
lution of the nonlinear optimization problem approaches a closed-
loop control method, as opposed to the open-loop approach used
today.
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Introduction

ITH flight envelopes being expanded because of changing

tactics and engineering ability, fighter aircraft are designed
and expected to fly at higher angles of attack and maintain di-
rectional control. However, the vertical tails become surrounded
by turbulent, dead air and are limited in their directional control
capability at high angles of attack. Relatively small side forces
on the nose, even at zero sideslip, can dominate directional sta-
bility and create large yawing moments. These small side forces
are a result of asymmetrical shedding of the forebody vortices.
Small surface imperfections such as radome gaps, dents, and sharp
paint depth mismatches can aftect the strength and path of the vor-
tices. The resultant net yawing moment can then increase, and the
aircraft becomes unstable—an unsteady phenomenon that can be
catastrophic.

In this study the F-15 forebody with varying tip geometries was
modeled to match the geometry from a wind-tunnel test.! The three
geometries were bump, bump with strakes, and bump with tabs.
The length of the full-scale forebody section was 13.4 ft with the
aft end being blunt. The grid-generation package VGRIDns? was
used to generate an unstructured tetrahedral grid. The bump grid
consists of 1.6 millions cells with the bump modeled on the lower
left quadrant of the forebody, near the apex, by creating a small
ridge of 0.3 in. maximum height on the surface. The bump with
strakes grid contains 2.4 million cells with the strakes modeled
as thin wedges. Each strake was 10 in. long and 1 in. wide. The
bump with tabs grid consists of 1.8 million cells. The tabs consist
of the first inch of the strakes. Cells are clustered near the strakes
and tabs. Far-field boundaries for all grids are 10 forebody lengths
away.

Cobaltg, (Ref. 2) is a parallel, implicit unstructured flow solver,
which employs Godunov’s first-order accurate, exact Riemann
method. Second-order spatial accuracy, second-order accurate im-
plicittime stepping, viscousterms, and turbulencemodels have been
added to this procedure. Cobaltg, uses a finite volume, cell-centered
approach. Arbitrary cell types can be used, and a single grid can
be composed of a variety of cell types. The implicit algorithm in
Cobalts, was implemented and demonstrated by Tomaro et al.> in
1997. The development of the parallel version of Cobalts, was re-
ported by Grismer et al.* Domain decompositionis the basis for the
parallel code with each processor operating on a subsection (zone)
of the original grid.

Results and Discussion

Flow conditions are the same as wind-tunnel test conditions.!
The dynamic pressure was 10 psf, the corresponding flow veloc-
ity was 92 ft/s, and the Reynolds number nearly 5 X 10*/in. Flow
was assumed to be laminar. For most of the runs, 48 nodes were
used, which gave a timing of 13.2 us/cell/iteration. Several runs
utilizing 140 nodes took 4.2 us/cell/iteration. For a 2-million cell
grid this amounts to 26.2 s/iteration for 48 nodes and 8.4 s/iteration
for 140 nodes. All force and moment data presented in this Note
are in body-axis system and are resolved at the F-15’s aerodynamic
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